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Conversational Interfaces

• Intelligent personal assistants 
   Alexa, Siri, Google Assistant, Cortana…


• Voice command support for specific task domains 
   e.g., Talking to your car


• Automated phone systems for customer service


• Chatbots for fun
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History
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Turing Test (1950)



History
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• Let computers facilitate formulative thinking 
as they now facilitate the solution of 
formulated problems 

• Enable men and computers to cooperate 
in making decisions and controlling 
complex situations without inflexible 
dependence on predetermined programs.

Man-Computer Symbiosis (1960): Cooperative interaction 
between men and electronic computers

J. C. R. Licklider



History
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Automated Phone System



History
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ELIZA (1965)



History
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• ATIS (Air Travel Information Service)  (Hempill 1990) 
• SUNDIAL  (McGlashan 1992)

Spoken Dialog Systems (SDS)



History
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• TRAINS and TRIPS 
(Allen et al. 1995, 2001)

AI in Conversational Interfaces



Advantages of conversational interfaces
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• Hands-free: can handle situations where direct manipulation is not possible 
or convinient (e.g., far away, driving, users with accessibility needs)


• Screen size independence: can operate on devices with small screens 
(e.g., wearable) and no screen.


• Intuitive to use: well-designed conversational interfaces should have low 
learning barriers to users.


• Efficient: takes less time and effort for *some tasks* that require a lot of text 
entry, or navigating complex menus.

• Can be inefficient and hard-to-use in some situations too! E.g., when 

the prompts are too verbose, when the affordances are unclear 
(discoverability), or when the error handling mechanism is lacking.



Two classes of conversational systems

1. Task-oriented conversational agents 
      Purpose: help the user perform some specific tasks


2. Social chatbots (“chit-chat” bots) 
      Purpose: maintain realistic conversations with humans
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Practical architectures for task-oriented 
dialog systems

RavenClaw (Bohus and Rudnicky, 2003)
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Bohus, Dan, and Alexander I. Rudnicky. "RavenClaw: Dialog management using hierarchical task decomposition and an expectation agenda." Eighth European 
Conference on Speech Communication and Technology. 2003.



Practical architectures for task-oriented 
dialog systems

1. Finite-state 
      The developer manually defines all the conversation states in the 
system, and the transitions between the states.


2. Frame-based

frame (intent): the user’s intention for one conversation turn (e.g., 
book_flight)

slot: the information that the system needs to know to fulfill an 
intent (e.g., departure_date, destination_city)

slot values: the values that each slot can take
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User: I want to book a flight for 2 to Munich. 
bookFlight

bookHotel bookCar

confirm 
Booking
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User: I want to book a flight for 2 to Munich. 

Intent: bookFlight    Slots: departureCity, arrivalCity, personCount, date 

Intent recognition
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User: I want to book a flight for 2 to Munich. 

Intent: bookFlight    Slots: departureCity, arrivalCity, personCount, date 

Entity extraction / slot filling
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bookFlight

bookHotel bookCar

confirm 
Booking



User: I want to book a flight for 2 to Munich.
Bot: What city are you flying from? 
User: Pittsburgh.

Intent: bookFlight    Slots: departureCity, arrivalCity, personCount, date 
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Intent: bookFlight    Slots: departureCity, arrivalCity, personCount, date 

User: I want to book a flight for 2 to Munich.
Bot: What city are you flying from? 
User: Pittsburgh.
Bot: What’s the departure date for the flight? 
User: Tomorrow.

 21
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Booking



Intent: bookHotel    Slots: …..

User: I want to book a flight for 2 to Munich.
Bot: What city are you flying from? 
User: Pittsburgh.
Bot: What’s the departure date for the flight? 
User: Tomorrow.
Bot: Do you want to also book a hotel or a car? 
User: I’d like to get a place to stay too.
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bookFlight

bookHotel bookCar

confirm 
Booking
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Existing tools for building slot-filling bots



Dialogflow

• One of the more popular 
toolkits


• Can easily connect to 
other Google 
components (e.g., 
speech recognition, 
speech synthesis,  
knowledge graph…)
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Dialogflow demo
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Practical architectures for task-oriented 
dialog systems

1. Finite-state 
      The developer manually defines all the conversation states in the 
system, and the transitions between the states.


2. Frame-based

frame (intent): the user’s intention for one conversation turn (e.g., 
book_flight)

slot: the information that the system needs to know to fulfill an 
intent (e.g., departure_date, destination_city)

slot values: the values that each slot can take
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Other architectures for dialog systems
1. Rule-based 
(if (contains (or “hi” “hello”)) (output “hello”))  
(if (and (= detect_comm_type SELF_DISCLOSURE) (= detect_emotion SAD))  
    (output “I'm sorry to hear [$USER_DISCLOSURE]”)) 


2. Corpus-based: use a very large corpus of human-human or human-machine 
conversations


• Information retrieval (IR) based approach: find the best-matched prior utterance 
for the user’s input in the corpus, and use the prior response for that utterance


• Sequence-to-sequence dialog generation: model conversation as a sequence 
transduction problem -> generate a response from a user input (and probably with 
some other contexts encoded in) 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(2015)
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Deep reinforcement learning for dialog generation (2016)
Li, Jiwei, et al. "Deep reinforcement learning for dialogue generation." arXiv preprint arXiv:1606.01541 (2016).



!31

Adversarial learning for dialog generation (2017)
Li, Jiwei, et al. "Adversarial learning for neural dialogue generation." arXiv preprint arXiv:1701.06547 (2017).



KITE: generating frame-based interfaces 
from GUIs (2018)
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Automate these steps
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Toby Jia-Jun Li and Oriana Riva. KITE: Building conversational bots from mobile apps. MobiSys 2018.
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SearchCriteriaIntent
Slot CuisineType

City
PersonCount…
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SearchCriteria RestaurantProfileIntent
Slot CuisineType

City
PersonCount…

Time
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SearchCriteria RestaurantProfile ConfirmBookingIntent
Slot CuisineType

City
PersonCount…

Time FirstName
LastName
Email…





UI	events

Trace collection and aggregation
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Android accessibility API
Android application framework



Intent extraction

1. Intents from activity (pages in an app) transitions
2. Intents within an activity

a. Sub-pages: tabs and fragments
b. Immutable buttons in a GUI that represents an action 
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1. Intents from activity (pages in an app) transitions
2. Intents within an activity

a. Sub-pages: tabs and fragments
b. Immutable buttons in a GUI that represents an action 

Intent extraction



Slot extraction

1. Slots are determined by the UI element type and the 
structure of the UI layout
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2. Possible values are extracted from the GUI
 42

Slot extraction
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3. Names for slots are determined by: 
(a) accessibility labels   
(b) immutable GUI text labels  
(c) entity extraction

Slot extraction

Developer specified labels
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3. Names for slots are determined by: 
(a) accessibility labels   
(b) immutable GUI text labels  
(c) entity extraction

Slot extraction

Entity extraction: type=TIME
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App Trace 
Collection

Task Model & 
Conversation 
Generation

Iterative 
Editing and 

Testing

KITE Android client KITE web tool KITE server side

Overview of developer experience



KITE’s architecture
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Syntactic rule based approach

What location do you want to choose?

Developer specified label: Location

Question generation



Syntactic rule based approach

What location do you want to choose? 

Entity extraction: type=CITY

What city do you want to choose?

Question generation



Neural sequence transduction

how many are you and what time are you 
planning on coming in?

how many are in your party? what time?

y all got a table for two in ten minutes?

what time do you close?

how many people are in line?

…

Entity: 
DATE, TIME

Domain: 
Restaurant

Question generation



how many are you and what time are you 
planning on coming in?

how many are in your party? what time?

y all got a table for two in ten minutes?

what time do you close?

how many people are in line?

…

Entity: 
DATE, TIME

Domain: 
Restaurant

Neural sequence transduction
Question generation
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App Trace 
Collection

Task Model & 
Conversation 
Generation

Iterative 
Editing and 

Testing

KITE Android client KITE web tool KITE server side

Overview of developer experience















Multi-modal interfaces
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• Interfaces that offer multiple modalities (e.g., speech, gaze, gesture, hand 
writing, touch, mouse pointing…) for interacting with the system


• Multi-modal interfaces provide users with greater expressive power, 
naturalness, flexibility, and portability


• Mutual disambiguation: use inputs from one modality to disambiguate inputs 
from another modality, and vice versa 

Sharon Oviatt. Mutual disambiguation of recognition errors in a multimodel architecture. In CHI ’99.

Sharon Oviatt. 1999. Ten myths of multimodal interaction. Commun. ACM 42, 11 (November 1999), 74–81



Put That There (1980)
Bolt, Richard A. “Put-that-there”: Voice and gesture at the graphics interface. SIGGRAPH Comput. Graph. Vol. 14. No. 3. ACM, 1980.

https://youtu.be/sC5Zg0fU2e8



DreamSpace (1998)
Lucente, Mark, Gert-Jan Zwart, and Andrew D. George. "Visualization space: A testbed for deviceless multimodal user interface." 
Intelligent Environments Symposium. Vol. 98. 1998.

https://youtu.be/AO5zI0i6vzc



APPINITE (2018)
Toby Jia-Jun Li, Igor Labutov, Xiaohan Nancy Li, Xiaoyi Zhang, Wenze Shi, Wanling Ding, Tom M. Mitchell, and Brad A. Myers. APPINITE: A Multi-Modal 
Interface for Specifying Data Descriptions in Programming by Demonstration Using Natural Language Instructions. In VL/HCC 2018

https://youtu.be/2GqMUiPvidU



PUMICE (2019)
Toby Jia-Jun Li, Marissa Radensky, Justin Jia, Kirielle Singarajah, Tom M. Mitchell, and Brad A. Myers. PUMICE: A Multi-Modal Agent that Learns Concepts and 
Conditionals from Natural Language and Demonstrations. In UIST 2019.

https://youtu.be/BAC2ZuJGY4M



WorldGaze (2020)
Mayer, Sven; Laput, Gierad; Harrison, Chris. 2020. Enhancing Mobile Voice Assistants with WorldGaze. CHI 2020.

https://youtu.be/kjACtQK3D-k



Embodied conversational agents
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Embodied conversational agents
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SARA (2016)
Zhao, R., Sinha, T., Black, A., & Cassell, J. Socially-Aware Virtual Agents: Automatically Assessing Dyadic Rapport from 
Temporal Patterns of Behavior, 16th International Conference on Intelligent Virtual Agents (IVA 2016) 


